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In this talk

The knowledge-based rational decision model (KBR-model)
offers an approach to rational decision making 1n a non-
probabilistic setting, e.g., in perfect information games with
deterministic payoffs. The KBR-model 1s an epistemically explicit
form of standard game-theoretical assumptions, e.g., Harsany1's
Maximin Postulate. This model suggests following maximin
strategy over all scenarios which the agent considers possible to
the best of his knowledge.

In this talk, we compare KBR with other approaches and show
that KBR 1s the only non-probabilistic decision making method
which 1s definitive, rational, and based exclusively on knowledge.




Uncertainty without probabilities?
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Suppose A 1s mission control, and has the option of sending into space
a speclally trained astronaut B who. unfortunately, has been exposed to
German measles or a reserve astronaut (payoff 1). If B does not get sick,
his mission will be a success (payoff 2), otherwise it will be aborted with

failure (payoff 0), cf. Figure 1.




Uncertainty without probabilities?
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With enough good will, we can apply Harsanyi’s Maximin Postulate
([12], sections 6.2 and 6.3, postulate Al) here:

If you cannot rationally expect more than your mazimin payoff.
always use a maximin strateqy.

According to our scenario, A can hope. but cannot know for sure, that
B does not get sick and delivers payoft 2. Therefore, A has no reason to
“rationally expect” more than maximin value 1 when moving across, so the

rational choice for A is the maximin solution down!.




Epistemic Game Theory

First admitted that epistemic states matter and studied
conditions under which standard game theoretical solutions
hold (backward induction, Nash, etc.).

Is still on the way towards developing a coherent theory of
games 1n which epistemic states of players are a legitimate part
of the game specification?




Centlpede
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The standard backward induction solution of Centipede 1s offered by Au-
mann’s Theorem on Rationality (|3]) which assumes common knowledge of
rationality and predicts playing down at each node. Indeed, at node 5.
player A’s rational choice 1s down. Player B 1s certainly aware of this and.
anticipating A’s rationally playing down at 5, would himself play down at
4. Player A understands this too, and would opt down at 3. etc. This anal-
ysis has been used 1n textbooks and expository articles as an illustration ot
Aumann’s Theorem (ct. [18]).
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Theorem 1 [1] In the Centipede game, under any states of players’ knowl-
edge, rational players play down at each node.

Proof. At node 5, playver A choses down.

At node 4, player B’s maximin strategyv i1s to play down. In addition.
B cannot know that A would play across because A in fact plays down®.
Therefore, B cannot rationally expect to get more than his maximin payoft
of 6 at node 4 regardless of his knowledge about A. By Harsanyi's
Maximin Postulate, B chooses maximin strategy down.

At node 3, playver A cannot not know that B will play across at 4, since
B 1 fact plays down. Therefore, A cannot rationally expect to exceed his
maximin pavoift of 4 and hence, by Harsanvi’'s Maximin Postulate. plays
down.

Likewise, B plays down at 2 and A plays down at 1. O




Another paradigm: knowledge

A nailve, pre-epistemic understanding of rational decisions is
A rational player chooses a strateqy which yields the highest payoff. (1)

This formulation captures the ‘greedy’ element of rationality, 1.e., going for
the highest payott, but totally 1gnores 1ts epistemic component: as we have

alreadyv agreed. a rational player decides not on the basis of what 1s true in
the world, but rather on the basis of what he knows/believes. In particular,
the highest actual payott associated with a given strategy can be unknown to

the player. who therefore will not be able to take this payoft into account.
The knowledge requirement naturally leads to the following epistemically
explicit reading of (1):

A rational player chooses a strateqy which vyields the highest known payoff.




Maximin and Knowledge converge

Rationality Postulates:

I. A rational player in perfect information games chooses a maximin so-
lution among all strategies the player deems possible.

I1. Postulate (1) is commonly known and accepted by rational players.

Postulate I 1s the epistemically explicit form of Harsanyi’s Maximin Postu-
late. Likewise, (II) is nothing but Harsanyi’s Mutually Expected Rationality

Postulate expressed 1n epistemic language.
In the rest of this section, we will show that

the mazximin solution among all strategies the player deems possible
corresponds to

the best known payoff to the best of player’s knowledge.




Strategies, moves, outcomes...

A strategy of player 7 is a function that assigned an action (a.k.a. mowve) to
each node of the game 1n which 7 1s making decision. A strategy profile

og={01,09,...,0n}
as a collection of strategies o; for plavers @ = 1.2.....n. Each strategy

profile o uniquely determines the outcome O(v, o) associated to o and a node
v: O(v, o) is the terminal history (1.e., the sequence of moves by players from
v to a terminal node) in which each move is made according to o. Likewise,
everyone who knows the game tree can calculate ¢'s payoft determined by o
and a node v: U;(v, o).
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Highest Known Payoftt of a strategy

The following observation first made in [1]°, is the foundation of KBR-
theory:

Proposition 1 Let v be a node and i the player who makes a move at v°.
Then for every strateqy o; of i, there is a unique Highest Known Payoff.

HKP;(v,0;), equal to the minimum of i’s payoffs for all strategy profiles o
containing o; which are deemed possible by 1 at v:

HKP;(v,0;) = min{U;(v,0) | 0 is a possible strategqy profile containing o;}.
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For example, in the decision making schema in Figure 1. A has two
strategies: to play downyg with payoff 1 or to play acrossy and pass the
choice to B whose mtentions are unknown to A. The game tree. including
pavofls, 1s supposed to be known to A. Under these conditions, for agent A.

HKP4(A, downy) = 1,

whereas

HKPA(A, acrossy) = 0,

since A considers both strategies by B, acrossg and downp possible, hence
the strategy profile

{acrossy, downpg }
1s possible for A and brings A’s pavoft 0. Given strategy acrossy, out of
two payofts. 0 and 2. A knows that he gets at least 0, but does not know
whether he gets payott 2.
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The situation 1s different i Game Two i Figure 3. B 1s now assumed to
be a rational player who has his own payoffs (coinciding with those of A).
Suppose also that A knows that B is rational.
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Figure 3: Game Two

Under these assumptions, B would play across seeking payoft 2 for himself
(and for A as well). Moreover, this is now known to A! Therefore, A knows
that B will not play down. hence for A the only possible strategy profile
contalning acrossy 1s

{acrossy, acrossp},

with A's payoff 2. Under these circumstances,
HKP4(A. acrossy) = 2.

In a version of Game Two where A 1s not aware of B’s rationality, A con-
siders both moves by B possible and HKP4( A, acrossy) = 0 again.
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The epistemic role of the Highest Known Payvoft of a strategy can be
1llustrated by Figure 4. For each node v, player : makes and strategy o;

of 7, the (finite) set of all possible i’s payofts is naturally divided into two
intervals.

Interval 1: {p | p < HKP;(v,0;)}. For each payoft p from this interval,
player 7 knows that he will get at least p when playing o; from v .

Interval 2: {q¢ | ¢ > HKP;(v,0;)}. For each payoft ¢ from this interval,
player 2 knows that if he plays o;, then his opponents have response strategies
which ¢ cannot rule out at the best of his knowledge and which bring 7 a
pavoit strictly less than ¢. So payvoft ¢ 1s known to 7 as not necessarily
secured by strategy o;.
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payoffs known to i as not necessarily secured by o;
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How constructive 1s this knowledge? Player ¢ considers some of
the strategy profiles possible, and some not, at the best of his
knowledge. For each strategv ;. and each possible strategy profile
o containing o;, 7 can calculate i’s payoft U;(v, o) of o starting from
v. Since HKP;(v,0;) is the minimum of U;(v, o) over all such o
containing o;, HKP;(v,0;) is known to player 1.

15



Highest Known Payoitf of a move

Definition 1 Highest Known Payoff of a move M at a node v, HKP;(v, M),
s the mazimum of Highest Known Payoffs of strategies that start with mowve

M atv:
HKP;(v, M) = max{ HKP;(v,0;) | for all strategies o; making move M at v}.

It is clear that HKP;(v, M) is known to 7 and attainable when i plays the
strategy o; which realizes the maximum of HKP;(v, 0;)’s.
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Best Known Strategy

Definition 2 Strategy o; is a best known strategy for player i at a given
node v if o; has the greatest highest known payoff among all 1’s strategies,
1.€.,

HKP;(v,0;) < HKP;(v, 0;)

for all i’s strategies o?.

17



Best Known Move

A game 1s called generic it there are no indistinguishable pavotts tor each
player.

The best known strategy i1s not necessarily unique even for generic games,
e.g., 1f strategies differ at some node which 1s not accessible during the game.
then these strategies are formally different but apparently vield the same
payoff under each response strategy and hence have the same HKP. However,
if we limit our attention to the first move of a strategy, then we come to the
notion ot the best known move for a given player at a given node, which 1s
already unique for generic games. This notion reflects the 1dea of a definitive
rational choice.

Definition 3 A move M for player i at a node v is the best known move
if it 1s the first move of a best known strategy for 1 at v.

Equivalently, the best known move 1s that which has the greatest HKP, cf.
Definition 1 and [1].
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Best Known Move: uniqueness

Theorem 2 [1] At each node v of a generic game, there exists a unique best
known move at v.

Proof. Let 7 be the player who makes a move at v. Existence follows from
the tact that for each strategy ;. there 1s a well-defined highest known pay-
offt HKP;(v,0;). To prove uniqueness, note that best known strategies are
those which have the greatest HKP;(v, o), which is, of course, unique for
¢ at a node v, by defimition. We claim that all best known strategies at
a given node of a generic game start with the same move. Indeed, 1if two
strategies start with different moves in the game tree, they have disjoint
sets of terminal nodes and hence disjoint sets of payoffs for a given player.
Such strategies could not have the same HKP. O
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Maximin meets Knowledge

Note that the best known strategy is a clear maximin notion projected
on the epistemic state of the playver. We first determine the highest known
payoff tor each strategy o; by taking the minimum payoffs for all possible
strategy profiles contaming o;, then taking the maximum for all strategies
adj.
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Definition 4 The Highest Known Payoff for player i at a node v, HKP;(v).

is the maximum of HKP;(v.0;)’s for all strategies o; by i:
HKP;(v) = max{ HKP;(v,0;) | for all strategies o; by i}.

Naturally, HKP;(v) equals HKP;(v, 0;) for the best known strategy o; at v.
Figure 5 shows that HKP;(v) separates two intervals:

o

payoffs which have no justified strategies for reaching them
e HKP;(v)

payoffs known to be secured by some strateqgy

v

Figure 5: Highest Known Payoff at a node

Interval 1: {p | p < HKPF;(v)}. These payofts are known to i to be
secured by a certain strategy, and 7 knows exactly which strategy to use to
secure these payoffs.

Interval 2: {q | ¢ > HKP;(v)}. Neither of the payoffs from this region has
a justified strategv for plaver i to secure this payoftf. Unless the game de-
scription says otherwise, 7 cannot rationally expect more than the maximin

payoff HKP;(v) at node v.
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KBR decision method

A decision method for a certain class of games 1s a prescription of choosing
moves at the nodes of the game. There are several well-known decision
methods used for perfect information games: Nash equilibrium and subgame
perfect equilibrium, backward induction solution, pure maximin, (iterated)

eliminating of dominated strategies, etc.

Definition 5 Knowledge-based rational decision (KBR) method chooses a
move with the best knows payoff at each node.
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Why KBR 1s so special for PI games?

The goal of Section 2 has been to argue that in perfect information games
with their finite game trees and deterministic payofts and no other assump-
tions for making a decision, ABR decision method of choosing a move with
the best knows payvoft at each node 1s consistent with the epistemically cor-
rect form of Harsanyi's Maximin Postulate, Rationality Postulate 1, In this
Section we compare KBR with other decision methods and show that KBR 1s
the only definitive method consistent with the epistemic form of Harsanyi's
Maximin Postulate.

A decision method 1s knowledge-based rational 1t 1ts choice of action
(move) is consistent with Rationality Postulates I and II.

A decision method 1s definitive for a certain class of games 1t 1t provides
a unique choice of action (move) at each node of every generic game from
this class. This condition rules out speculative ‘solutions’ such as “all moves
are rational.’ etc.
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Why KBR 1s so special for PI games?

Theorem 3 [KBR Theorem| For perfect information games, the knowledge-
based rational decisions is the only decision method which is definitive and
knowledge-based rational.

Before we proceed with proving this theorem. consider some examples of
decision methods.

1. Nash equilibrium and subgame pertect equilibrium:

2. Backward mduction solution:

3. Pure maximin:

4. Eliminating dominated strategies.

24



Nash and subgame pertect equilibria
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o . e ~2.1 There are two Nash equilibria
. {across, acrossg} and { downy, downp }
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which allow A to move either way, hence this method is not definitive.

Neither of these equilibria 1s unmiformly rational. Indeed, if A knows
that B 1s rational, A’s rational choice 1s across since A knows that B will
then play across and deliver payott of 2 to A. Therefore, the second of the
equilibria, {downa. downp}, is not rational for A. If A does not know that
B 1s rational, then A considers both moves by B possible and. by Harsanyi's
Maximin Postulate, A should rationally play down. In this case, equilibrium
{ acrossy., acrossp} is not rational for A.

Subgame perfect equilibrium (cf. [14]) when applied to Game Three
eliminates equilibrium {downya. downg}, which is the only rational solution
for A 1f A considers both moves by B possible. Hence this method is not
necessarily rational.

25



Backward induction
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The backward mduction solution 1s rational and knowledge-based, but not
definitive. Moreover, backward induction i1s a method of avoiding uncer-
tamnty by calculating opponents’ strategies. In particular, backward mduc-
tion does not provide answers under uncertainty.

In Game Three, 1f A knows that B 1s rational, then the backward mmduc-
tion solution is {acrossa, acrossp}. However, if B is rational, but A does not

know this and considers both moves by B possible, then backward induction
does not work, thus leaving A without any recommendation at all.

26



Pure Maximin
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Pure maximin 1s not necessarily rational. In Game Three, 1f A knows that
B 1s rational, then A’s best strategy 1s acrossy and this strategy 1s known
by A to bring him a payoft of 2. The pure maximin solution downy brings
A payoft 1 and hence 1s not rational.

27



Eliminating dominated strategies
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Eliminating dominated strategies is an epistemically correct method which.
however, is not definitive. We refer the reader to [14| for exact definitions
and restrict our attention here to an example.

In Game Three, where A considers both moves by B possible, neither of
A’s strategies. acrossy and downy, 1s dominated and hence cannot be elim-
inated. Therefore, eliminating dominated strategies alone does not provide
a definitive answer here.




Proof of KBR-theorem

Proof. Fix a generic game and a node v. The KBR-method consists of
choosing the move which yields the highest known payoff for given player ¢
at v, HKP;(v). Such a move exists and is unique (Theorem 2).

Suppose 7 has to make a move at v and chooses move M. Let m be the
highest payoff which ¢ knows 1s secured by M. Since M 1s definitive. by
Theorem 2, there 1s a unique such m.

Case 1. m = HKP;(v). Then M is the KBR choice since for generic
cames, by Theorem 2, different moves have different HKF's.

Case 2. m < HKP;(v). Choosing M contradicts the Harsanyi’s Maximin
Postulate - Rationality Postulate I since M 1s not the maximin move for ¢
at v. Indeed. the maximin move i1s the best known move at v corresponding
to HKP;(v). which is different from m.

Case 3. m > HKP;(v). This case is impossible, by definition of HKP;(v).
Indeed. the highest payoft m which 7 knows 1s secured by move M cannot
be higher than the highest known payoft at v. ]
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Active manipulation

Suppose A4 1s not aware of B and

C’s rationality. Then A moves
/ \‘ left to secure payoif 2. Actually,
A gets 4 which 1s more than
expected. Suppose also that B
/ \ \ and C are smart enough to
understand this. Then B can

4,2,2 2,14 3, 4. 3 1,3, 1 manipulate A by leaking the true
information that C is rational. A then knows that right secures his
payoff 3, which 1s higher than A’s known payoff of left: A plays
right and gets 3 (less), B gets 4 (much more) and C gets 3 (more).
C does not have an incentive to disclose that B 1s rational, hence

B wins without ever making a move!
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Full knowledge 1s power
Model predictions:

© Every game with rational players has a solution. Rational
players know which moves to make at each node.

Q Those who know the game in full know its solution, 1.c.,
know everybody’s moves.
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Partial knowledge can hurt

Model predictions:

© More knowledge yields a higher known payoff but not
necessarily a higher actual payoff. So

nothing but the truth
can be misleading.

© Knowing
the whole truth
however, yields a higher actual payoft.
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When knowledge does not matter

Model predictions:

In strictly competitive (e.g. zero-sum) games, all players’
epistemic states lead to the same (maximin) solution.

Maybe this 1s why military actions (typical zero-sum games) do
not require sophisticated reasoning about other players:

Just do it
normally suffices.
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Conclusions

Do we recommend playing perfect information games using KBR
strategy?

1. Not 1f you can responsibly assign probabilities to your
opponents' responses, otherwise

2. To the best of your knowledge, rule out all impossible strategies
of the game. If some uncertainly remains, it's this: you cannot
know more. Deal with this uncertainty using KBR; this 1s the only
rational method of playing PI games.
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