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Beyond Nash 



In this talk 
The knowledge-based rational decision model (KBR-model) 
suggests following a strategy yielding the highest payoff which 
the agent can secure to the best of his knowledge. Special 
(extreme) cases of KBR in perfect information (PI) games are the 
backward induction solution (assumes common knowledge of 
rationality), and the pure maximin solution (assumes ignorance of 
each other rationality).

In this talk, we prove a conjecture by A. Brandenburger that in PI 
games each KBR-path is a Nash path. Therefore, Nash equilibria 
capture KBR-solutions for all epistemic states of rational players, 
but cannot distinguish between them.



Game-theoretical assumptions 



Belief vs. Knowledge 



Highest Known Payoff vs Maximin



Rationality Postulates



Strategies, profiles, paths





Subgames



KBR strategy profile



KBR view of the game



BI and Maximin are special cases



Each KBR-path is Nash

















Corollary.  In the centipede game under all epistemic 
states of players the solution path is down at the first node.
Proof. There is a unique Nash path. 







 KBR vs Aumann’s rationality



The power of public announcement PA



PA with a probabilistic twist



Modernization Dilemma and PA
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