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De Jongh’s theorem [14] on the “maximality” of intuitionistic logic with respect to
Heyting’s Arithmetic HA has been a precursor of the whole series of arithmetical
completeness theorems for various nonclassical logics, e.g. Solovay’s arithmetical com-
pleteness theorem with respect to the classical Peano Arithmetic PA for the provability
logic GL [20], Shavrukov and Berarducci arithmetical completeness theorem for the
interpretability logic ILM [6, 18], arithmetical completeness of the logic of proofs LP
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Abstract

The famous de Jongh’s theorem of 1970 stated that the intuitionistic logic
captured all the logical formulas which have all arithmetical instances derivable
in the Heyting Arithmetic HA. In this note we extend de Jongh’s arithmetical
completeness property from IPC to the basic intuitionistic logic of proofs, which
allows proof assertion statements of the sort z is a proof of F. The logic of proofs
seems to provide an appropriate language of describing admissible rules in HA.

Introduction.

[2, 3], etc.

In this paper we begin tackling the problem of building the intuitionistic logic of
proofs, more precisely, a logic of proofs for HA. This problem has numerous motiva-

tions. Here are some of them

tion as well [4].

e The logic of proofs for HA provides a proper format for internalizing admissible
rules in HA as proof terms and studying their functional and algebraic behavior.

The future system of intuitionistic proof terms will be a nontrivial extension of
the typed combinatory logic/A-calculus and could serve as a source of new prin-
ciples of reflexive character for the latter. Along with the intended provability
interpretation these new principles have meaningful computational interpreta-
This considerably enhances the Curry-Howard isomorphism
of constructive proofs and typed A-terms which has a potential of influencing
applications to functional programming.
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e The intuitionistic logic of proofs provides a more expressive version of the modal
A-calculus [7, 15, 16] which also has interesting applications.

There are two distinct parts of the problem of building the intuitionistic logic of
proofs. Firstly, one has to answer the question about propositional logical principles
that axiomatize HA-tautologies in the propositional language enriched by new atoms
u: F denoting u is a proof of F without any operations on proof terms, i.e. when
u is a variable. The resulting Basic Intuitionistic Logic of Proofs, iBLP, reflects
purely logical principles of the chosen format. Secondly, one has to pick appropriate
natural systems of proof terms and study versions of the intuitionistic logic of proofs
corresponding to there versions. In this paper we will concentrate on solving the first
of the above problems and discuss the second one in section 4.

This paper combines technique and results by de Jongh [14], Smorynski [19], de
Jongh and Visser work on a basis for admissible rules in IPC (circa 1991, cf. [11]),
Artemov & Strassen [5] and Artemov [1], Ghilardi [8], Iemhoff [10, 12, 13].

2 Preliminaries.

The language of the basic logic of proofs consists of the usual language of propositional
logic (with L) plus proof variables u, v, w, . ... Using u to stand for any proof variable
and p for any propositional variable, the formulas are defined by the grammar

AE(lefp‘Al_)AQ|A1/\A2|A1\/A2"U,ZA.

—A is defined as A — L. An atom is a propositional variable or a formula of the form
w: F. A literal is an atom or the negation of an atom. Note that we can consider
the language of the basic logic of proofs as a propositional language in which some
propositional variables, u: A, are labelled by a formula in the language. When we
write a formula in the context of IPC, e.g. in expressions pc A or kpcA, A should
be interpreted as a propositional formula in the way just explained. Subformulas are
defined as usual, with the extra clause that u: A and subformulas of A are subformulas
of u: A. We adhere to the convention that “u? and “=” bind stronger than “A”, “V”,

which bind stronger than “—”.

Definition 1. A proof predicate is a primitive recursive formula Prf(z,y) such that
for every arithmetical sentence ¢

HAF ¢ < forsomenew Prf(n,"¢™) holds'.
Definition 2. An arithmetical interpretation * has the following parameters [1, 5].
1. a proof predicate Prf(x,y),
2. a mapping of propositional variables p to sentences p* of HA,
3. a mapping of proof variables u to natural numbers u*.
The arithmetical interpretation F* of a formula F' is defined inductively
1*:=(0=1), (A—-B)*:=A"—>B", (u:A)*:=Prf(u","A*")

Naturally, an arithmetical interpretation of the iBLP-language can be considered as a
special case of the arithmetical substitution in the language of IPC.

I1We omit bars over numerals for natural numbers 7, peq, etc.



2.1 Substitutions.

We will use two kind of substitutions. Substitutions of propositional formulas for
propositional variables are denoted by o or ¢’. Substitutions of arithmetical formulas
for propositional letters are denoted by 7 or 7/. For a set of formulas I" we write oT" for
{cA| A eT}. If formulas in the language of iBLP are involved, these substitutions
consider them as formulas in propositional logic in the way explained above, i.e. such
that expressions u: A are treated as propositional variables. For example o(u: A) may
be any propositional formula, and o(v:(u:p)) bears no connection to o(u:p) or op.

2.2 Admissible rules.

A (propositional) admissible Tule of a logic L is a rule A/B, where A and B are
propositional formulas, such that adding the rule to the logic does not lead to new
theorems of L, i.e. for any substitution ¢ of formulas of L for propositional variables

FL oA implies + 0B.

We write A | B if A/B is an admissible rule of L. The rule is called derivable if
F. A — B and nonderivable if I/, A — B. We say that a collection R of rules is
admissible for L if all rules in R are admissible for L. R is derivable for L if all rules
in R are derivable for L. We write A H* B if B is derivable from A in the logic
consisting of L extended with the rules R, i.e. if there are A = Aq,..., A,, = B such
that for all ¢ < n, A; k| A;;1 or there exists a o such that oB;/oB;11 = A;/Ai+1
and B;/B;+1 € R. A set R of admissible rules of L is a basis for the admissible rules
of L if for every admissible rule A | B we have A FF B.

Definition 3. The basic intuitionistic logic of proofs, iBLP, consists of the following
axioms

Al  Theorems of IPC

A2 uw:F - F

A3 wu:FV-u:F

A4 N (uiFy) — G for F;, G such that (A;_, F;) uaG
R1 Rule Modus Ponens

Note that in A4 the F; and G are considered as propositional formulas, see the remarks
about this at section on substitutions.

As it follows from well-known results by Rybakov [17] and Visser [21], the predicate
F ~yaG is decidable, hence axioms of iBLP constitute a decidable set of formulas.

Proposition 1. iBLP is sound for HA.

Proof. It suffices to show that for any arithmetical interpretation *, for all instances
A of one of the axioms, A* is provable in HA. We only treat the case that A is
an instance of A4 and leave the other cases to the reader. Thus A is of the form
A (u;: F;) — G for some F; and G such that (A, F;) ~ipcG. Whence A* is

/\ Prf(m;, F}) — G*,

i=1
where uf = m;. Since Prf, being a primitive recursive predicate, is decidable in
HA, either HA = Prf(m;, F;) for all i < n, or HA = =Prf(m;, F}*) for some i < n.
In the last case it follows immediately that A* is provable in HA, as in this case



HA + = A, Prf(m;, F}). We consider the first case. As HA is sound this implies
that HA = F}, for all i < n. The fact that A_; F; ~naG means that for all arith-
metical substitutions 7, HA + /\ZL:1 7F; implies HA F 7G. As explained above, in
the context of propositional logic an arithmetical interpretation can be considered as
an arithmetical substitution. As we have HA + /\?=1 F, this therefore implies that
HA F G*, and hence A* is provable in HA also in this case. O

In Section 3 we will show that iBLP is also complete for HA. First, we present
a more transparent axiomatization of iBLP by giving a simple axiomatization of A4.
This axiomatization is given in terms of so-called Visser’s rules V,, that are defined
as follows.

Definition 4. For A of the form (4g — A1V Apyo), with Ag = Al_, (4 — B;),

we define
n+2

AV = \/ (Ag — Ay).
i=1
Visser’s rules V,, are defined as

n

Vo /\(Az — Bj) = App1V Anya / (

i=1 i=1

(Ai ad Bz) ad An+1 \/ An+2)v.

=

We denote {V,, | n € w} by V.

Note that for such A of the form

n

/\(Ai — Bi) = Apt1V Anyo
i=1

it classically holds that (A — \/?:12 A;), whence also A — AV This in contrast to IPC

in which this is not derivable. As was first observed by D. de Jongh and A. Visser, the
rules V are admissible for IPC (cf. [11]). Whence they are non-derivable admissible
rules of IPC. Thus A pcAY, while in general not A Fpc AY. Some well-known
admissible rules are instances of Visser’s rules, e.g. Harrop’s rule

“A—-BVChK((-A—-B)V(—A—-C(O).

Namely, (wA — BV C)Y = (A — B)V (=A — C)V (=A — A). Since (w4 — A) <
—=A, (A — BV ()Y < (wA— B)V (-4 - O).
Visser’s rules provide an alternative axiomatization for iBLP in the following way.

Theorem 1. In the axiomatization of iBLP the axiom A4 can be replaced by the axiom
N (u;i: Fy) — G for F;,G such that (N\;_, F;) Flhc G.

Proof. In [21] it is shown that the propositional admissible rules of HA are the same
as the admissible rules of IPC. Whence A4 can be replaced by

N, (u;: F;) — G for F;, G such that (A, F;) ripcG.

=1

In [10, 11] it was established that Visser’s rules form a basis for the admissible rules
of IPC, i.e. |pc is equivalent to I—,‘gc. This proves the theorem. O



2.3 Kripke models and the extension property.

Kripke models for intuitionistic propositional logic are defined as usual. We assume
our models to be rooted. We say that two Kripke models are variants of each other
when they have the same set of nodes and partial order, and their valuations agree
on all nodes except possibly the root. Given Kripke models Ki,..., K,, (3K;)’
denotes the Kripke model which is the result of attaching one new node at which
no propositional variables are forced, below all nodes in Ki,...,K,. (X)" is called
the Smorynski operator. A class of models IC has the extension property if for every
family of models Ky, ..., K, € K,there is a variant of (}_, K;)" which belongs to K.
A formula has the extension property if its class of models has the extension property.

2.4 Projective formulas.

Definition 5. A formula A is called projective if there exists a substitution o, a
projective unifier of A, such that

l_IPC oA and VB (A |_IPC B~ O’B).

A projective approzimation 114 of A is a set of projective formulas in which no other
variables occur than the ones that occur in A, and such that B + A for all B € Tl ,
and which is maximal as such, i.e. such that for every projective formula C such that
C + A, there exists a B € 114 such that C' F B. In fact, in the definition of projective
approximation from [9] there is also a complexity bound on the formulas in II4, but
as we do not need it in the sequel, we have omitted it in the definition given here.
The properties that we use of II4 remain the same under this omission. Define

4 =,,{B | B is projective and B Fjpc A}.

Note that for projective A with projective unifier o, {B | A Fipc B} = {B | bipc 0 B}.
Thus A axiomatizes the logic of formulas valid in IPC under o.

Theorem 2 (Ghilardi [9]).

1. A is projective if and only if A has the extension property.

2. Every consistent formula has a finite projective approzimation.

8. For every o such that Fipc cA, there is a B € 114 such that Fpc 0B.
Theorem 3. For each finite projective approzimation 114 of A, we have A -5 \/ 11 4.

Proof. From the previous theorem it follows that A b pc\/II4. For suppose that
for some substitution o, Fpc 0 A. Then by the last part of the previous theorem it
follows that there is a B € 114 such that Fpc 0 B. Hence Fipc o(\/I14). This proves
that A bvpc \/ 4. In [10] it has been shown that V is a basis for the admissible rules
of IPC, that is, that kpc is equivalent to lpc. Therefore, A e \/Tl4. O

Projective formulas show special behavior with respect to admissibility: it is not
difficult to see that for projective formulas A and for all B we have that A i~ B if and
only if A+ B. Together with the fact that A i \/II4 this implies that for all A

A l"’|pcB if and only if HA }_IPC B.

The direction from left to right follows from the fact that all formulas in II14 are
projective and imply A. The other direction follows from the fact that A ~ \/ 4.



Lemma 1. If A is projective, B is an atom or the negation of an atom, and A N B
s consistent, then A N\ B is projective.

Proof. Show that A A B has the extension property. O

2.5 Projective saturation.

In the completeness proof for iBLP we show that if T FigLp A then I'* H/ya A* for
some arithmetical interpretation *. In the proof we need to replace I' by some set ©
with some extra properties as given in the lemma below. The main idea is that we
have to make sure that a certain projective formula belongs to ©.

Definition 6. For a given set X of iBLP-formulas we define

Xo =4 {Blu:BeX}
X1 =u XoU{u:B|lu:Be X}U{~u:B|-u:Be X}

An implication (AT — A) is called projectively saturated if

I' is consistent,
I' NIy, is nonempty,
uw:B €T or —u:B €T, for all u: B that occur in I" or A.

Lemma 2. If T Vigp A, then there exists a projectively saturated (\N© — A) such
that © D T and © Kigip A. If T is finite, we can take © finite.

Proof. First construct A D T" such that A Figp 4, and u: B € A or ~u:B € A, for
all u: B that occur in A or A. A can be obtained by standard saturation techniques.
It is finite when I is finite. Let B = A Ag. As Ag Hpc \/ Ia, by Theorem 3, we have
A FigLp VIIa, by the axioms of iBLP (Theorem 1). Therefore, there is a C' € Ila,
such that A A C HigLp A. For if not, A A \/Ta, FigLp A, and whence A Figp A. Let

B = C/\/\{u:D,ﬁU:E |u:D e A, ~w:E e A}

and © = AU{B}. Note that © ligLp A. Therefore, it remains to show that (A © — A)
is projectively saturated, for which it suffices to show that

1. © is consistent,
2. B Fpc ©1 and B is projective,
3. u:D €O or—w:D e 0O, for all u:D that occur in © or A.

We leave verification of the first statement to the reader. For the last statement,
consider a w: D that occurs in © or A. Thus u: D occurs in A or B or A, and thus
in A or C, by the definition of A and of B. By the definition of \/ I, all variables
that occur in C occur in Ag, whence in A. Thus u: D occurs in A. The construction
of A implies that whence u: D € A or —u:D € A, which again implies the statement.
For the second statement, note that the projectivity of B follows from Lemma 1. For
B Fipc O1, consider a u: D € O. As observed above, u: D occurs in A, and whence
u:D € A by the consistency of ©. Therefore, B Fipc u: D. Similar reasoning applies
to ~u:D € 0. a



3 Completeness.

In the completeness proof for iBLP that we present in this section we will use de
Jongh’s theorem that states that the propositional logic of HA is IPC.

Theorem 4 (de Jongh’s theorem [19]).
IPCH A if and only if HA+ 7A for all substitutions 7.

The main part of the completeness proof lies in the following lemma that shows
that the existence of certain substitutions suffice to construct certain arithmetical
interpretations.

Lemma 3. If for some finite projectively saturated (AT — A), T HigLp A and there
18 a substitution o such that

1. bipc oB Ao(u:B) for allu:B €T,
2. bipc —o(u:B) for all ~u:B €T,
3. o' pc 0 A,
then there is a arithmetical interpretation * such that T Hya A*.

Proof. Let AT — A be as in the lemma. Let o denote composition of substitutions.
By de Jongh’s theorem (Theorem 4), using the fact that T" is finite, there is a substi-
tution 7" such that 7/ o o(T") l/ua 7’ 0 0(A). Let 7 = 7’ o 0. Thus 7T t/ya TA. Recall
that o, 7" and 7 treat formulas u: B as propositional variables. Note that

Vu:B e HAF 7B AT(u:B) and V-u:B € I' HA + =7 (u: B). (1)

We pick a Godel numbering of the joint language of iBLP and HA that is injective,
i.e. such that
"TAT="B"+ A and B coincide.

We define a desired arithmetical interpretation * by a fixed point construction in a
similar way as in [3]. First for a given proof predicate Prf(z,y) we define an auxiliary
translation (-)T as follows:

pT = 71(p) for propositional variables p
ut = My’ for proof variables u
(u:B)t = Prf(ut,"Bt7)

(-)T commutes with connectives
Let PROOF (z,y) denote a standard nondeterministic proof predicate
z is a code of a derivation in HA which contains a formula having a code y.

Without loss of generality we assume that PROOF("u",n) is false for any proof
variable u© and any n € w. By the arithmetical fixed point argument we construct a
formula Prf(z,y) such that HA proves the following fixed point equation:

Prf(z,y) < PROOF(z,y)V “x = "u" for some proof variable u and
y =BT for some iBLP-formula B such that u: B € IV

Consider the arithmetical interpretation (-)* given by Prf as a proof predicate and
by

p* = 7(p) for propositional variables p

u* = Tu' for proof variables u.

The following claims imply that Prf is indeed a proof predicate and that I'™* F/ya A%,
and whence complete the proof of the theorem.



Claim 4. For all B, Bt = B*. For all B that occur in T or A, HA = B* < 7B. For
all proof variables u, u™ = u*.

Proof of the claim. The last statement holds by definition. For the first statement
we use formula induction. If B is a propositional letter, Bt = 7(B) = B*. If
B=wu:C, Bt = Prf("u","B*7) = Prf(u*,"B*") = B* because "u' = u* and
Bt = B* by IH, whence "B+ = "B*7. The steps corresponding to the connectives
follow easily.

The second statement is also proved by formula induction. Consider a B that
occurs in I or A. If B is a propositional letter it follows by definition. If B = u: C,
either u:C € T'or ~u:C € T', as I' — A is projectively saturated. If uv:C € T,
then HA + 7(u:C) by (1). By the fixed point equation above, HA + Prf(u™,"C*7),
whence HA F (u:C)*. By the first statement of the claim this implies HA + (u:C)*.
Thus HA F (u: C)* < 7(u:C). The case that -u: C € T' is similar. The steps
corresponding to the connectives are easy.

Claim 5. HAF ¢ if and only if Prf(n, @) for somen € w.

Proof of the claim. The direction from left to right is clear, as the standard proof
predicate PROOF is contained in Prf. For the direction from right to left, we dis-
tinguish two cases: PROOF(n,"¢") or n = "u" and "' = "B+ for some proof
variable u and some iBLP-formula B such that w: B € I'. In the first case, HA - ¢
follows because PROOF is the standard proof predicate. In the second case, note
that u: B € T implies HA F 7B by (1). Thus, by the previous claim and the fact
that B occurs in I', HA = BT. By assumption on the Gédel numbering, ¢ and BT
coincide, which gives HA F ¢. This finishes the proof of the lemma. O

Theorem 5. For finite I', I' FigLp A if and only if T* Fya A* for every arithmetical
interpretation *.

Proof. Soundness, the direction from left to right, is treated in Proposition 1. We
prove completeness. Assume I' t/igip A. By Lemma 2, there is a finite © O IT" such
that A ©® — A is projectively saturated and © tig p A. We show that there is an
arithmetical interpretation such that ©* t/ya A*. This will prove that I'* ya A*.
Let B € © N1llg,, which exists because © is saturated. Let o be a projective unifier
for B, i.e. a substitution such that

Fipc 0B and VD (B+ D < oD).
We show that o fulfills the conditions of Lemma 3, i.e.
1. Fipc 0C Ao(u:C) for all u:C € O,
2. Fipc —o(u:C) for all ~u:C € O,
3. 0O Hipc 0A,
Recall (Section 2.4) that
{D|Btipc D} ={D | Fipc o D}.

For 3., note that since © Fjpc B, we have B tApc A© — A, and thus Hipc o(A O —
A). For 1. and 2., consider u: D € ©. Then D € ©1 and u: D € ©;. As B Fipc 01,
this gives B Fipc D Aw: D, and thus bipc D Ao(u: D). If —u: D € ©, then
B bpc —u: D, so bipe o(—u: D), thus Fipc —o(u: D). This shows that o fulfills the
conditions of Lemma 3, and whence there exists an arithmetical interpretation such
that ©* |7[HA A*. Od



4 Discussion.

The next step in building intuitionistic logic of proofs iLP should be adding to iBLP
operations on proofs. In order to get the internalization property

A1, Ag, ... A, Fp B
up: Ay, ug:Agy o un Ay Fip t(ug, ug, .o uy) B

we should add operations similar to application “o” and proof checker “1” (cf. [3]).
Furthermore, by adding also the choice operation “+”, we could gain a capacity to
naturally capture the intuitionistic version of the modal logic S4 and hence the modal
A-calculus [7, 15, 16]. Note, that in iLP every admissible rule of HA will be represented
by a proof term. Indeed, consider an admissible rule F/G. Then lu: F — G for some
proof variable u not occurring in F, G is a theorem of iLP. By internalization, there
should be a proof term g such that byp g: (lu: F — G. Using application we
can conclude that Fyp w:!lu: F — (gou):G. By the proof checker operation,
Fip u: F — u:lu: F, and hence Fyp u: F — (gowu):G). The latter shows that a
proof term g o u represents the rule F/G in iLP.

The explicit axiomatization of admissible rules by Visser’s series V,, = F, /G,
established in [10, 11, 12] allows us to guess a more concise formulation of iLP in style
of the classical logic of proofs LP.

Definition 7. The intuitionistic logic of proofs, iLP, consists of the following axioms
and rules:

Al Axioms of IPC
A2 uw:FP— F

A3 s:(F—-G)— (t:F — (s-t):G application
A4 t:F -t 1t F proof checker
A5 s:F — (s+1t):F,

t:F — (s+1t):F choice operation
A6 w:FV-wu:F
AT, t:F, — fo(t): Gy, fn is a functional symbol specific for V,,
R1  Modus Ponens
R2 c:A, c is a proof constant, A € A1 — A7,

This system is obviously sound with respect to the provability interpretation where
operations -, !, +, f,, are interpreted the intended way. It is easy to see that iLP enjoys
internalization property and contains proof terms for each admissible rule in IPC. We
conjecture that this system is also arithmetically complete and believe, this fact could
be established within the circle of ideas presented in this note and in [3].
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